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Energies and electron distributions in crystalline hydrates, and the way in which
they are affected by various components in the crystalline environment are
examined. Non-additive effects are in general found to give an appreciable
contribution to interaction energies, but not to the electron rearrangement.
Qualitative and quantitative features of the electron redistribution are discussed.
The overall agreement between experimental and theoretical densities is found to
be satisfactory for high quality studies, but the magnitude of the intermolecular
effects is at the limit of what can be measured experimentally today.

The molecular properties commonly derived in a
diffraction analysis of a crystal, i.e. bond dis-
tances, anisotropic atomic displacement para-
meters and, from X-ray studies, electron distribu-
tions, are all probes of the structural environ-
ment. The picture is complicated, however, by
the fact that these quantities are averages over all
modes of vibration in a crystal, over all crystal-
lographic unit cells, and over time.

Although “standard” diffraction refinements in
some cases yield biased positional parameters
which are in error by several hundredths of an
Angstrom (even when the precision is of the or-
der of 0.001 A), it is fair to say that diffraction is
an unsurpassed technique for obtaining accurate
molecular geometries in a crystal. Dynamical
processes in the crystal are much more complex,
however, and the atomic displacement parame-
ters (“thermal ellipsoids™) obtained by diffraction
give a very limited picture because of vibrational
averaging. Other experimental techniques avail-
able, in particular inelastic neutron scattering and
IR and Raman spectroscopy, provide much valu-
able information about internal and external vi-
brations in molecular crystals, but both have their
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limitations. Within the restriction of using a clas-
sical theory of motion and a simplified interaction
model, Molecular Dynamics and Lattice Dynam-
ics provide means of studying directly the dynam-
ics of many-body systems at the molecular level
(see, for example, Ref. 1). The interpretation of
the experimental data could, in many cases, ben-
efit greatly from the availability of results from
such calculations.

Finally, the electron density is, in principle, the
quantity most readily available from X-ray dif-
fraction studies. However, the total molecular
electron density is heavily dominated by the con-
stituent atomic densities, and the electron redis-
tribution due to intra- and especially intermo-
lecular bonding is comparatively small. Conse-
quently, bonding features in experimental
electron density maps are easily affected by ran-
dom and systematic experimental errors and er-
rors in (or the inappropriateness of) the refined
model (for a thorough account of errors in exper-
imental electron density maps, see, for example,
Rees? and Feil’). As a rule-of-thumb, the accu-
racy of experimental density maps is at best 0.05
e A=, Quantum-mechanically derived electron
densities could here be a useful complement to
experiment and provide an independent measure
of the effects of intermolecular electron rear-
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rangements. However, model calculations can
also provide quantities not directly obtainable
from diffraction experiments, such as energies,
and, unlike experiment, provide the possibility of
studying contributions from different compo-
nents in the environment separately.

In view of the complexity of condensed phase
systems, it is clear that it is desirable, whenever
possible, to perform different kinds of model cal-
culations on one and the same system in order to
gain a more complete understanding of its
chemistry and physics. Some appropriate tech-
niques applicable to the study of a molecular
crystal are: (1) quantum-mechanical calculations
(electron density, energies, forces, ...), (ii) en-
ergy minimization techniques, (iii) Lattice Dy-
namics calculations, and (iv) Molecular Dynam-
ics simulations. The last three methods are dis-
cussed in some detail in Ref. 4 in connection with
their application to the LIHCOO - H,O crystal
and will be discussed only very briefly in the
present paper. Here, we focus on electron densi-
ties and interaction energies obtained from ab
initio calculations. The first section of the review
describes the computational details, while the
second section tries to answer the question “can
X-ray diffraction detect intermolecular bonding
effects?” by discussing the magnitudes and
characteristic features of experimental and theo-
retical electron rearrangements for the water
molecule in various external fields.

Crystallographers discuss chemical bonding
mainly in terms of bond distances and electron
densities, while other chemists and physicists fo-
cus on interaction energies. However, the under-
standing of chemical bonding greatly profits from
a simultaneous discussion of interaction energies
and electron density redistributions. This point is
emphasized in the third section of the paper,
where non-additive contributions to interaction
energies and electron densities are discussed.

The examples given in this review are all con-
cerned with the water molecule in crystalline hy-
drates or small aqua complexes. There are many
reasons for this choice: (i) The bonding in aque-
ous systems is of prime importance in chemistry
and physics. (ii) In the systems discussed here,
the water molecule participates in hydrogen
bonding, cation-water bonding and anion-water
bonding; the systems thus represent a logical se-
quence for comparison of the effects of different
types of intermolecular bonding on one and the
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same molecule. (iii) Small aqua complexes lend
themselves readily to extended quantum-me-
chanical calculations. (iv) Water is the molecule
for which there is most experimental data — not
least from neutron and X-ray diffraction. (v)
Many of the conclusions drawn from the hydrate
studies can be useful in the discussion of intermo-
lecular interactions in other molecular crystals.

Numerous reviews on intermolecular interac-
tions and electron density distributions exist; see
e.g. Pullman,® Raznakievich and Orville-Tho-
mas,® Hirshfeld,” and Coppens and Hall.®

Electron density distributions — can we see
evidence of intermolecular interactions
using X-rays?

Derivation of electron densities and interaction
energies. Two types of difference or deformation
electron densities are discussed. In the first type,
the reference density consists of a superposition
of free, spherical, or spherically averaged atoms
or atomic ions, i.e.:

AQ(r) = °(r) — 3, or). (1)

atom i

The deformation density in (1) includes the ef-
fects of both the intra- and intermolecular bond-
ing, the former generally being the far more
dominant feature. The intermolecular bonding is
more clearly exposed by using a reference density
of superposed free undistorted molecules or ions,
ie.:

Ag(r) = @”'() = X aln), @
mole-
cule i

where “molecule” means any constituent build-
ing block (molecule or ion). The atomic arrange-
ment in (1) and the reference molecules in (2)
have the same geometry as in the bonded com-
plex. The consequences of using this same geo-
metry have been discussed by Hermansson.’

Experimental difference density maps obtained by
diffraction are almost exclusively of type (1).
Here, the total density is calculated from a Fou-
rier summation over the observed X-ray structure
factors. The reference density is obtained from
calculated structure factors based on conven-
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Fig. 1. Deformation electron density [of type (1)] for a
free water molecule (a) in the molecular plane and
(b) bisecting the H-O-H angle. Basis sets used were
Dunning’s'® <5s3p/3s> contraction of Huzinaga's'’
(10s6p/5s) basis for O/H with polarization functions
according to Roos and Siegbahn.' Positive contours
(electron excess) are drawn as solid lines, negative
contours (electron deficiency) are dashed; the zero
c?tour is omitted. Contour levels at +0.05, +0,10,...
eAs

tional spherical-atom scattering factors but using
positional and thermal parameters which are
hopefully closer to the true nuclear parameters
than those derived from a conventional spherical-
atom X-ray least-squares refinement. In the X-N
technique," these calculated structure factors are
based on positional and thermal parameters de-
termined by neutron diffraction. In the X-X,,,
technique, the atomic parameters of the reference
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state are derived from a least-squares refinement
using only high-order X-ray data, where the con-
tribution from the valence electrons to the total
scattering is small. Another approach to the de-
rivation of experimental deformation density
maps is to use non-spherical scattering factors in
an X-ray multipolar deformation refinement (see,
for example, Stewart!! and Hirshfeld'?).

Possible sources of error in experimentally de-
rived electron densities were mentioned briefly in
the introductory section. It is also well known
that electron distributions and energies derived
from ab initio calculations within the Hartree-
Fock framework are by no means void of error.
Basis-set effects and correlation effects are two of
the most important sources of error for light-
atom systems. The literature on the subject is
vast. A recent review on the errors in theoretical
electron density maps is given by Breitenstein
et al.;” see also Smith" and Feil."

Small water-ion clusters. The electron redistri-
bution [of type (1)] in a free water molecule in the
molecular plane is shown in Fig. 1a, and perpen-
dicular to this plane in Fig. 1b. In the condensed
phase the water molecule is surrounded by sever-
al nearest neighbours. As a first approximation,
the validity of which is discussed in more detail in
the third section, the total electron rearrange-
ment due to the first shell of neighbours is equal
to the sum of the various neighbour-water pair
contributions. It is thus informative to consider
the nature of the constituent parts of the total
redistribution.

The electron redistributions in the water
dimer,'>? and in various water-cation”** and wa-
ter-anion?'? clusters have been calculated by
many authors and at different levels of sophisti-
cation. From these studies, it is found that the
electron redistribution in a water molecule due to
a neighbouring cation or a hydrogen-bond donor
on the oxygen side are qualitatively very similar.
Likewise, the electron flow induced along the
water O-H bond by an anion neighbour on the
hydrogen side and by a hydrogen-bond acceptor
are very similar, and moreover similar to the
O-H electron deformation due to the cation
neighbours. As a representative example, we will
here discuss the electron rearrangement in a se-
ries of Li* - H,O complexes, calculated with basis
sets of double-zeta plus polarization quality. On-
ly the lone-pair plane is displayed in Figs. 2 and 3.
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p(Li*.Hy0) -

Patoms

The deformation densities in Fig. 2 are calculated
with respect to atomic densities, and those in
Fig.3 with respect to the free molecules. The
electron rearrangement for a water molecule in-
teracting with a lithium ion can be summarized as
follows:

(i) The major part of the deformation density in
Fig.2 is present already in the free water mole-
cule (see Fig. 1b), and the intermolecular effects
(Fig. 3) constitute relatively small perturbations
of this density.

(i) Two distinct features of intermolecular bond-
ing can be noted in the lone-pair region for long
and intermediate Li*-O distances: the outer part
of the electron density is pulled towards the lithi-
um ion, while the opposite is true close to the
oxygen atom.
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Fig. 2. Deformation electron density [of
type (1)] for Li* - H,O complexes with
different cation~oxygen distances. The
section shown bisects the H-O-H angle.
Basis sets used were Dunning’s®
<4s2p/2s> contraction of Huzinaga’s"
(9s5p/4s) basis for O/H with polarization
functions according to Roos and
Siegbahn." For Li* a <56s> contraction of
Huzinaga's'” (10s) basis augmented with
a p function of exponent 0.525 was used.
Contour levels at +0.01, +0.02,..., +0.05,
+0.10,... e A3,

(iii) For short Li*—O distances, the reverse fea-
tures appear compared to (ii). This is partly due
to the increased exchange interaction, which re-
moves electron density from the intermolecular
region towards the bonding atoms (cf. Yamabe
and Morokuma??).

(iv) The Li* ion induces a polarization in the
water molecule with an electron migration along
the O-H bond(s) leading to a substantial deple-
tion of negative charge close to the hydrogen
nuclei. This electron migration increases monoto-
nically with decrease in the lithium-oxygen dis-
tance for the whole distance range covered in
Figs. 2 and 3.

(v) The asymmetry in the outer parts of the lone-
pair density caused by a lithium ion at a distance
of 2.00 A is only about 0.03 e A~ (see Figs. 2c
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Fig. 3. Deformation electron density [of type
(2)] for Li* - H,O complexes with different
cation—oxygen distances. The section shown
bisects the H-O-H angle. Same basis sets
and contour levels as in Fig. 2.

1.85 A

and 3c). A crystallographer may be tempted to
regard this deformation feature as insignificant
but, in doing so, is biased by the magnitude of the
experimental uncertainty. Although difficult to
detect experimentally, this bonding density rep-
resents a significant component of the intermo-
lecular bonding. Close to the oxygen atom the
induced asymmetry is much greater, but it occurs
in a region which is virtually inaccessible to X-ray
diffraction techniques.

(vi) Deformation density features close to the
hydrogen atoms should be possible to detect in
experimental X-ray studies. For a Li*~O distance
of 2.00 A, the electron deficiency at the hydrogen
nuclei is approximately —0.13 e A~ with respect

to the free molecule (Fig. 3c, but in the molecular
plane).

The crystalline environment. The deformation
densities shown in Figs. 4a-b are calculated for
an isolated cluster consisting of a water molecule
surrounded by two lithium ions and two hydrox-
ide ions in an approximately tetrahedral arrange-
ment. The next-nearest neighbours and the crys-
tal field counteract the electron redistribution
caused by the nearest neighbours, and the magni-
tude of the corresponding redistribution is by no
means negligible. When the crystalline environ-
ment of the LiOH - H,O crystal”’ was simulated
in an SCF calculation by point charges derived
from a Mulliken population analysis, the defor-
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Fig. 4. Deformation electron density [of type (2)] for the (Li*),(OH™), - H,O complex in the LiOH - H,O crystal,
without (a-b) and with (c~d) the crystalline environment included in the calculation. For O and H the same
basis sets were used as in Fig. 1. For Li* the (7s)/<3s> basis set of Clementi and Popkie,?® augmented with a
p function of exponent 0.525 (obtained by minimization of the energy of a Li* - H,O complex) was used.

Contour levels at +0.05, +0.10,... e A-3.

mation features decreased by about 50 % com-
pared to the isolated complex (see Figs. 4c—d and
Ref. 28). The agreement between the resulting
theoretical maps and static experimental maps is
then quite satisfactory, as shown in Fig.5. We
thus see that, in order to obtain quantitative
agreement with experiment, the effect of the
next-nearest neighbours and the rest of the crys-
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tal field has to be incorporated into the calcula-
tion.

Figs. 4c—d give an example of the electron re-
distribution due to intermolecular bonding in a
hydrate where the water molecule is quite
strongly bonded (O---O distances equal to 2.68
A). Lunell (Ref. 30, Figs. 6b and 7b) gives anoth-
er example, viz. for the more weakly bound wa-



Experimental

Theoretical

Fig. 5. Experimental and theoretical static
deformation electron density [of type (1)] in the
plane of the hydrogen bond in LiOH - H,0. The
theoretical map is from Ref. 29, and the
experimental from Ref. 27. Basis sets as in Fig. 1.
Contour levels at +0.05, +0.10,... e A3,

ter molecule in sodium hydrogen oxalate mono-
hydrate (O---O distances equal to 2.80 A). Here,
the deformation density features due to the near-
est neighbours and the crystalline environment
are qualitatively the same as in lithium hydroxide
monohydrate, but smaller: —0.12 and -0.17
e A at the hydrogen nuclei, —0.20 e A~3 in the
lone-pair region close to the oxygen atom, and
40.02 e A in the region between the cations
and the oxygen atom. In experimental density
maps, where the reference state consists of the
atomic densities, the intermolecular deformation
density effects are “superposed” on the intramo-
lecular deformation. The fact that the latter is
small in the region close to the hydrogen nuclei
(see Fig. 1), combined with the fact that the
intermolecular effects here are large (Fig. 4c) and
the experimental accuracy is good leads one to
conclude that the electron density at the hydro-
gen atoms should be a comparatively sensitive
probe for intermolecular bonding effects in ex-
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perimental maps. Since the water molecule is
found to orient itself in a similar way with respect
to surrounding positive and negative charges in
most hydrates, these conclusions should be
generally valid for crystalline hydrates.

Comparison with experiment. The observed elec-
tron density associated with a molecule in a crys-
tal includes the smearing due to its vibrational
motion. The deformation density peak heights
(and troughs) in a “typical” hydrate at 300 K are
reduced to approximately one third of their static
values. Moreover, the crystal structure has a di-
rect influence on the vibrational motion of the
bound molecules, and differences in the vibra-
tional scheme from one structure to another will
introduce differences which are not directly re-
lated to the static deformation densities discussed
above. These points should be borne in mind
when analyzing experimental dynamic densities
for intermolecular effects.

Dynamic experimental deformation density
maps for a series of hydrogen bonds with O---O
distances ranging from 2.45 to 2.80 A are shown
in Fig. 6. These are all 120 K studies, except for
LiOH - H,O, where the tightly bound structure
renders the room-temperature thermal parame-
ters unusually small. The maximum peak heights
for the O-H bonds are all approximately 0.30
e A3, and the density at the hydrogen positions
less than 0.10 e A3, verifying the quality of the
experimental results. The deformation density at
the hydrogen positions follows nicely the trend
predicted by the theoretical calculations, namely
that intermolecular effects should show up as a
larger electron density depletion the stronger the
hydrogen bond. It should also be added here that
the shorter the O---O bond, the more the O-H
bond is stretched, with an accompanying electron
depletion (see Figs. 2g-h in Ref. 9) which rein-
forces the intermolecular trend.

Fig.7 is a compilation of experimental X-N
electron density studies of hydrates reported up
until 1975.% The maps show a variation which is
much larger than can reasonably be expected to
arise from the influence of different bonding en-
vironments or differences in thermal motion. Un-
fortunately, the majority of these deformation
maps, although representing pioneering and ex-
tremely valuable work, display physically quite
unrealistic features and it must be concluded that
the densities for these water molecules are sub-
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KH (HCOO) 5 2.45 A

NaHC04-Hp0 2.58 &

Fig. 6. Experimental dynamic deformation
density maps for O—H---O hydrogen bonds of
different lengths. The KH(HCOO), (Ref. 31)
and NaHC,0, - H,O (Ref. 32) densities are
from X—N studies at 120 K, while the

LiOH - H,0 (295 K) density (Ref.27) is derived
from a deformation refinement using
multipolar functions according to Hirshfeld.'
Contour levels at +0.05, +0.10,... e A%,
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ject to large errors. A similar compilation in-
cluding more recent work was made in 1984;* an
excerpt of this is given in Fig. 8, and shows that
the experimental accuracy had by then improved
considerably. This is due in part to the availabil-
ity of better-quality neutron diffraction data, low-
temperature data and new refinement proce-
dures. The experimental noise in Fig. 8 is low and
the peak heights are of the expected order of
magnitude. However, inspection of the ‘water
molecules reveals no clear-cut trends in the var-
iation of the deformation density features with
structural environment. It should then be borne
in mind that the O--O hydrogen-bond lengths for
the different structures in Fig.8 vary between
2.68 and 2.85 A, and that the static deformation
density is expected to vary by less than 0.10 e A3
in this hydrogen-bond range (cf. Fig. 4 of Ref. 9)
and the dynamic density even less. In view of the
fact that the experimental accuracy is generally
not better than 0.05 e A~3, it must be concluded
that these intermolecular effects are at the limit
of what experiment can measure today.

Intermolecular energies and electron
density distributions

In “molecular modelling” it is usual to focus on
the intra- and/or intermolecular energies rather
than the electron densities themselves. In Mo-
lecular Dynamics studies, for example, the in-
termolecular forces determine the molecular
“trajectories”, and the key part of an MD sim-
ulation code is usually an energy-force double
loop of the form

DO 100 I =1, NMOL-1
DO 100J =1I+1, NMOL
E(1,J) = some simplified expression
F(1,J) = another simplified expression
100 CONTINUE 3)

where NMOL is the number of molecules in the
MD system. This piece of code involves two im-
portant simplifications, both of which are im-
posed by CPU time restrictions. The first in-
volves the functional form of the energy and force
expressions themselves. The second is the as-
sumption that the interaction within the system
can be expressed in terms of pair energies, and
that non-additive effects are negligible. This is
not strictly true for any real system, but it is often
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Fig. 7. Experimental X-N deformation density maps of hydrates studied prior to 1975. References and contour

intervals are given in the figure.

the only feasible way of performing a simulation
experiment within a sufficiently short CPU time
(some simulation studies including many-body in-
teractions do exist; see, for example, Refs. 43—
48).

One approach to obtaining analytical poten-
tials for use in molecular modelling and simula-
tion applications is to fit ab initio calculated ener-
gies for a large number of molecular arrange-
ments to simple analytical potential expressions.
However, SCF calculations and electron density

distributions can be of value in the construction
of potentials, even when empirical or effective
pair potentials are used. The multipolar moments
of the calculated electron density can, for exam-
ple, serve as guide-lines in the construction of
reasonable molecular pair potentials by providing
parameters for the electrostatic part of these po-
tentials. Various schemes have been designed for
the derivation of charges from the wavefunctions
or the electron distribution; those of Mulliken,*
Bader® and Hirshfeld® are but a few.
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The concept of pair-additivity also greatly prof-
its from a combined description in terms of en-
ergy and electron distribution. Following Han-
kins, Moskowitz and Stillinger,”> the 3-body

(non-additive) contribution to the interaction en-

ergy of a molecular triplet (ijk) is defined as the
difference between the total interaction energy
and the sum of the pair interaction energies, i.e.:

A’E(ijk) = AE(ijk)

— [AE(ij) + AE(ik) + AE(jk)] 4
where
AE(ij) = E@) — [EG) + E()] (5)

and
AE(ijk) = E(ijk) — [E(i) + E() + E(K)].  (6)

The definition of 2-body and 3-body contribu-
tions to the deformation density is completely
analogous.

Several ab initio studies on water triplets (see,
for example, Refs. 52-55) have shown the 3-body
energy to be up to 10-15 % of the total interac-
tion energy for certain triplets. For ion-water
complexes, the 3-body interaction is generally
larger (cf. Refs. 52-62). Calculations on AP* and
Mg?* hexaaqua complexes have shown the non-
additive contribution to the interaction energy to
be as large as 30 % in the former case and 20 % in
the latter.

With the help of the fictitious & - (H,0), com-
plex in Fig. 9 we will discuss here the origin of the
3-body non-additive effects on energies and elec-
tron density distributions. Based on previous in-
vestigations® of the sensitivity of the deformation
density of a water molecule to the position of a
positive point charge, the geometry of the
@ - (H,0), complex in Fig. 9 was chosen so as to
maximize the effects of non-additivity. If the
electron redistributions in Fig.9 are additive,
eqn. (4) (as applied to the electron densities)
gives:

Fig. 9d = Fig. 9a + Fig. 9b + Fig. 9c. 8)

Inspection of Fig. 9 shows that, to a good approx-
imation, this is indeed true. This is also reflected
in the charges derived from the Mulliken pop-
ulation analysis. The charges on O(1)/H(1)/H(2)

INTERMOLECULAR INTERACTIONS

are —0.52/+0.26/+0.26 for the free H,0(1)
molecule, -—0.66/+0.39/+0.27 in Fig. 9a,
—0.57/+0.31/+0.24 in Fig. 9c, and
—0.71/+0.41/+0.26 in the ® - (H,0), complex in
Fig. 9d. One can thus see that the charge shift for
O(1), for example, due to the point charge, is the
same irrespective of whether H,0O(1) is bonded to
H,0(2) or not, which is another way of express-
ing the additivity of the Mulliken charge shifts.

In contrast, the intermolecular interaction en-
ergies show a significant component of non-addi-
tivity. The interaction energies for the different
“sub-complexes” are given in Fig.9. The total
interaction energy for the whole complex is —171
kJ mol™!, while the three 2-body contributions,
—102, —23 and —18 kJ mol~!, sum to —143 kJ
mol™'. The 3-body correction to the energy is
thus —28 kJ mol™!. This effect of cooperativity
can be seen as the result of the interaction of, for
example, the H,0(1) molecule with the &
charge, which increases the polarity of the mole-
cule and makes it a more efficient hydrogen-bond
donor to H,0(2).

An investigation of 2-, 3-, 4- and 5-body effects
on electron density and energies in a tetrahedral
(H,0)s and two 8,0, - H,O complexes has been
carried out.®® Here, it was also found that many-
body effects on the deformation electron density
are indeed very small and that it is mainly the
additive parts of the electron redistribution which
give rise to non-additive effects in the energy.

These model calculations on different crystal-
like fragments constitute a tool for evaluating the
importance of many-body effects on different
properties. Their final effect on thermodynamic
quantities the overall structural and dynamic
properties in a real many-body system should be
evaluated by computer simulation techniques.

Conclusions

Over the years there has been steady progress in
the derivation of reliable positional and thermal
parameters and electron distributions from dif-
fraction data. This is a result of technical ad-
vances involving the development of reliable
crystal cooling devices and readier access to ther-
mal neutron reactors, as well as of advances in
methodology, such as better correction proce-
dures for extinction and thermal diffuse scatter-
ing, and access to multipolar refinement tech-
niques.
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AE = —102

AE = —-18

[}

AE = 171 N

d

Fig. 9. Additivity of theoretical interaction energies and static deformation densities [of type (2)] for a

@ - H,0 - H,0 complex. The point charge-O(1) distances is 2.00 A, and the O(1)--O(2) distance 2.75 A. Basis
sets are the same as in Fig. 2. Contour levels at £0.01, +£0.02,... +0.05, £0.10,... e A~%. Energies in kJ mol™".
(a) f[® - H,0(1)] — fIH,0O(1)], where f=g(r) or f=E. (b) f[® - H,0(2)] — f{H,0(2)], where f=g(r) or f=E.

() f[H,0(1) - H,0(2)] — f[H,0(1)] — f[H,0(2)], where f=o(r) or f=E.

(d) fI® - H,0(1) - H,0(2)] — f[H,O(1)] — f[H,0(2)], where f=o(r) or f=E.

Parallel to improvements in the experiments,
there has been an enormous development in the-
oretical work. Quantum-mechanical and statisti-
cal-mechanical methods have improved thanks to
new theory, new algorithms and, not least, the
availability of faster computers. In many areas of
physics and chemistry, joint experimental and
computational studies constitute a powerful ap-
proach which serves as a check on the reliability
of both methods. More importantly, model com-
putations can provide new insights and new quan-
tities not directly obtainable from the experimen-
tal data. Examples of such information have been
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discussed in this review from the point of view of
a crystallographer. We conclude that:

(i) The agreement between high-quality experi-
mental and theoretical electron density maps is
generally good. Both approaches have, however,
their own, very different limitations; neither can
be clearly favoured at present. In order to ob-
serve reliable intermolecular bonding features in
experimental electron densities, an increase in
the overall precision of the experimental data is
needed. At the same time, it is hoped that com-
puter evolution will soon permit the routine use



of very large basis sets in ab initio calculations of
sizeable clusters, and reliable correction for cor-
relation effects in energies and densities for such
systems.

(ii) Quantum-mechanical calculations on well-de-
signed model systems are able to give the qual-
itative features and the magnitude of the electron
rearrangement due to inter- and intramolecular
bonding in a crystalline hydrate.

(iii) The effects of intermolecular bonding in crys-
talline hydrates are often at the limit of what can
be measured experimentally today.

(iv) For molecular crystals containing ions or po-
lar molecules, the effects of next-nearest neigh-
bours and crystal field on the molecular electron
redistribution are found to be large and must
therefore be included in the theoretical calcula-
tions.

(iv) Theoretical calculations allow the study of
the influence of different components in the envi-
ronment separately. One application is the study
of non-additivity in intermolecular interactions.
Three-body cffects give an appreciable contribu-
tion to the interaction energies for water and
water-ion clusters, but are very small for the elec-
tron rearrangement.

(vi) A combined discussion of the experimental
structure and electron distributions on the one
hand, and intermolecular bond energies (from
quantum-mechanical calculations or molecular
modelling computations) on the other, brings
much insight into a structural analysis.

(vii) Molecular Dynamics simulation is a power-
ful method for learning about dynamical proc-
esses in crystals. With access to faster computers
it will be possible to use more elaborate interac-
tion models, and increase the size of the sim-
ulation systems and the real time-span covered by
the simulation runs, a development which will
make theoretical results more and more realistic
and open up new fields of research.
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